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Attosecond angular streaking and tunnelling time 
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The tunnelling of a particle through a potential barrier is a key 
feature of quantum mechanics that goes to the core of wave–
particle duality. The phenomenon has no counterpart in classical 
physics, and there are no well constructed dynamical observables 
that could be used to determine ‘tunnelling times’. The resulting 
debate1–5 about whether a tunnelling quantum particle spends a 
finite and measurable time under a potential barrier was reignited 
in recent years by the advent of ultrafast lasers and attosecond 
metrology6. Particularly important is the attosecond angular 
streaking (‘attoclock’) technique7, which can time the release 
of electrons in strong-field ionization with a precision of a few 
attoseconds. Initial measurements7–10 confirmed the prevailing 
view that tunnelling is instantaneous, but later studies11,12 involving 
multi-electron atoms—which cannot be accurately modelled, 
complicating interpretation of the ionization dynamics—claimed 
evidence for finite tunnelling times. By contrast, the simplicity of 
the hydrogen atom enables precise experimental measurements 
and calculations13–15 and makes it a convenient benchmark. Here 
we report attoclock and momentum-space imaging16 experiments 
on atomic hydrogen and compare these results with accurate 
simulations based on the three-dimensional time-dependent 
Schrödinger equation and our experimental laser pulse parameters. 
We find excellent agreement between measured and simulated data, 
confirming the conclusions of an earlier theoretical study17 of the 
attoclock technique in atomic hydrogen that presented a compelling 
argument for instantaneous tunnelling. In addition, we identify the 
Coulomb potential as the sole cause of the measured angle between 
the directions of electron emission and peak electric field: this angle 
had been attributed11,12 to finite tunnelling times. We put an upper 
limit of 1.8 attoseconds on any tunnelling delay, in agreement with 
recent theoretical findings18 and ruling out the interpretation of all 
commonly used ‘tunnelling times’19 as ‘time spent by an electron 
under the potential barrier’20.

The attoclock technique utilizes a nearly circularly polarized few- 
cycle infrared pulse such that the vector of the evolving electric field, 
E(t), rotating by 360°, maps time to angle in the polarization plane (see 
Fig. 1). The technique was envisaged on the basis of a simple model of 
photoionization in strong laser fields21,22, with the electron first tun-
nelling through the suppressed Coulomb potential in the presence of a 
strong external field, E(t). Then, from the instant the electron appears 
in the continuum, it moves classically in the electromagnetic field of 
the laser (streaking) and the Coulomb potential of the parent ion. As 
the ionizing radiation that releases the electron and the streaking field 
are provided by the same laser pulse, the technique is self-referencing. 
The pronounced nonlinearity of tunnelling ionization ensures that 
the ionization rate peaks when E(t) reaches its maximum, with the 
streaking field driving the emitted electron so that its final momen-
tum (following the interaction with the pulse) is equal to the negative  
instantaneous value of the vector potential, A(t), of the streaking 

field at the moment of ionization. The instant of maximum field thus 
serves as well-defined ‘time zero’ of the attoclock, while the instant of  
ionization—which might be regarded as ‘tunnel exit’—is encoded onto 
the free electron’s momentum. We find that the time interval between 
those two instances, often interpreted as tunnelling delay, is zero for 
atomic hydrogen.

Although angular streaking works best with circularly polarized 
few-cycle pulses, the angle at which the electric field (and hence the 
tunnelling ionization probability) reaches its maximum depends on 
the carrier-envelope phase (CEP) that with state-of-the-art stabiliza-
tion techniques has a noise of about 100–150 mrad. This noise corre-
sponds to an uncertainty of about 7° or 50 attoseconds (as) in measured 
angle or time, respectively, a value comparable to or even exceeding 
the expected time delays. This difficulty is avoided when using slightly 
elliptically polarized light pulses where, even for an ellipticity of 0.88 
(very close to circular) and without CEP stabilization, the electric 
field will reach its maximum when pointing along the major axis of  
the polarization ellipse8. Because the direction of the electric field can 
be established with high precision using basic polarimetry, the instance 
of maximum field can be accurately determined.
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Fig. 1 | Attosecond angular streaking. A few-cycle nearly circularly 
polarized pulse provides a unique direction for the maximal field vector in 
the polarization plane, where the ionization probability is maximum. The 
vector-potential trails the rotating E-vector (represented by the red spiral 
around a hydrogen atom at left and its projection onto the E-field plane) by 
90° and hence the electron is emitted perpendicularly to the instantaneous 
direction of the E-field at the moment of ionization, as illustrated by 
the π/2 streaking offset. However, any delay between the electron’s exit 
and an independently measured peak E-field, either due to scattering by 
Coulomb potential or the tunnelling time, manifests as measurable angular 
offset in the photoelectron momentum distribution (PMD, shown in the 
momentum plane). Since an optical cycle for 770 nm is 2.6 fs, 1° in offset 
angle corresponds to 7.13 as in the electron ionization delay, directly 
mapping time to angle as read from the attoclock dial at right.
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Our experiment uses laser pulses that are centred at 770 nm with 
6 fs duration and ellipticity of 0.84 ± 0.01, and an atomic H jet that is 
generated in a discharge source achieving 50% dissociation and inte-
grated with a reaction microscope (REMI, see Methods and Extended 
Data Fig. 1 for full details). Once the polarization ellipse is defined, we 
ionize H from the atomic gas jet and detect each electron–proton pair 
in coincidence. To ensure that electron–proton pairs originate from 
the same H atom, conditions are adjusted to keep the ionization events 
per pulse low enough that the false coincidence probability is less than 
4%. Data were then collected with laser pulses whose peak intensity 
was varied from 1.65 × 1014 W cm−2 to 3.9 × 1014 W cm−2, with Fig. 2 
illustrating how angular offsets were extracted from our experimental 
data for an intensity of 1.95 × 1014 W cm−2.

The attoclock observables from the experiment are directly com-
pared to ab initio simulations by two independent theoretical 
groups. The full solutions of the three-dimensional time-dependent 

Schrödinger equation (3D-TDSE), calculated accurately within the 
non-relativistic framework using the electric dipole approximation and 
using experimental pulse parameters, generate photoelectron momen-
tum distributions (PMD) projected on the polarization plane. Since the 
CEP was not stabilized in our experiments, the simulations average the 
momentum distributions over eight CEP values ranging from 0 to 2π 
in steps of π/4. The calculated momentum spectra are then analysed 
exactly as their experimental counterparts, with Fig. 3 comparing the 
theoretically and experimentally determined angular offsets. The error 
bars associated with the theoretical data are due to uncertainties in our 
fitting procedure used to determine the angular offsets.

The experimental and simulation results (the latter from two inde-
pendent calculations) are in an excellent agreement, all showing a 
decrease in angular offset as the field strength increases. The Coulomb 
potential itself is known to give rise to angular offsets in the momentum 
distributions of electrons ionized by an elliptically polarized field, and 
it is therefore critical to disentangle the effect of the Coulomb potential 
on the measured delay. Although the Coulomb potential cannot be 
removed or replaced by a different potential in an experiment, this can 
be easily done in theoretical simulations using a short-range Yukawa 
potential that is modelled as UY = −(Z/r) × e−r/a and with parameters 
Z = 1.908 and a = 1 to preserve the ground-state energy of the system 
(see Extended Data Fig. 3). The PMDs simulated with this potential 
and using the experimental pulse parameters give a zero angular offset 
(within our numerical and fitting uncertainty) for all intensities, show-
ing that for atomic H the non-zero offset angles originate entirely from 
Coulomb scattering of the ejected electron and that there is zero time 
delay between the appearance of the peak of the electric field and the 
appearance of the peak density of the continuum electron wave packet 
measured by the attoclock.

Our estimated experimental and numerical uncertainties allow us 
to put an upper bound on the time delays: considering data derived 
with the Yukawa potential, we find the angular offset that has deviated 
most from the zero reference line. We estimate that the angular offset 
cannot exceed 0.25° for the Yukawa potential, which corresponds to a 
maximum possible time delay of 1.8 as. This value is substantially less 
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Fig. 2 | Angular offsets. The presented data are for a peak intensity 
of 1.95 × 1014 W cm−2. a, PMD in the polarization plane, where A 
corresponds to the peak E-field, and B and C are, respectively, the expected 
and measured position of peak PMD. Px and Pz are two components 
of electron momentum in the laser polarization plane. b, Top, radially 
integrated photoelectron signal in angular bins of 2°, fitted with a double 
Gaussian function (blue line) determining the peak position of PMD 
(green vertical line). Bottom, atomic H-ion yield data as a function of 
calibrated polarizer angle (blue circles represent measurements, red line 
is the fit), used to determine the major axis of the polarization ellipse 
(yellow dashed vertical line marked A; a similar line marked B represents 
the minor axis of the ellipse, see Methods and Extended Data Fig. 2). The 
points A, B and C are shown in a and b, illustrating a measured angular 
offset of 10.87° ± 1.42° between B and C.
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Fig. 3 | Results of our experiments and simulations. The experimental 
observations (black diamonds with estimated experimental and fitting 
errors) are compared to ab initio 3D-TDSE simulations with Coulomb 
potentials provided by two independent groups marked as 1 and 2 
(respectively orange and blue filled circles). To disentangle the effects of 
the Coulomb potential on the continuum electron, we also include the 
TDSE simulations for a Yukawa potential (orange and blue filled triangles 
representing calculations by the same two independent groups marked 
as 1 and 2). Numerical errors are comparable to or less than the symbol 
size. The horizontal dashed blue line is drawn at the zero offset angle. 
The same extraction procedure was used to determine the offset angles 
from experimental results and theoretical simulations for both Coulomb 
and Yukawa potentials. Our numerical experiment demonstrates that the 
observed angular offsets are entirely due to the electron scattering by the 
long-range Coulomb potential of the ion.
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than the tens to few hundreds of attoseconds expected for commonly 
used theoretical definitions of tunnelling time19 (that is, Keldysh time, 
Büttiker–Landauer time, Eisenbud–Wigner time, Pollack–Miller time, 
Larmor time, Bohmian time), which are thus effectively ruled out as 
being interpretable as the ‘time spent by a quantum particle under a 
potential barrier’.

Our findings do not invalidate the finite delay times inferred from 
earlier experiments on multi-electron systems11,12, but rule out expla-
nations invoking one-electron tunnelling dynamics and thus call for 
alternative explanations (with multi-electron dynamics being the most 
likely cause17). In closing, we note that as tunnelling events in strong-
field ionization of H are only as ‘instantaneous’ as the electron wave-
function collapse that orthodox interpretations of quantum mechanics 
associate with the appearance of continuum electrons, future measure-
ments of tunnelling in the zeptosecond (10−21 s) or sub-zeptosecond 
domain raise the intriguing possibility of obtaining information on the 
dynamics of the wavefunction collapse itself.

Online content
Any methods, additional references, Nature Research reporting summaries, source 
data, statements of data availability and associated accession codes are available at 
https://doi.org/10.1038/s41586-019-1028-3.
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MEthods
Experimental details and set-up. We create an atomic H jet using a radio- 
frequency (RF) discharge tube based on the design23 that dissociates hydrogen 
molecules via electron impact. Hydrogen gas from the cylinder is sent through a 
Pyrex glass tube mounted inside a quarter-wave helical resonator, which is powered 
with an amplified RF signal at 75 MHz. The standing wave formed in the tube 
strikes a discharge, generating a plasma which dissociates molecular hydrogen. 
The discharge produces a beam of atomic hydrogen with a constant dissociation 
fraction μ, defined by the number density of atomic and molecular hydrogen as:

μ =
+
[H]

[H] 2[H ]
(1)

2

In the experiment, we generated H with a dissociation fraction of 50%. Further 
details on the construction, operation, characterization and optimization of this 
apparatus are available elsewhere24. Before it reaches the interaction region, the 
hydrogen beam passes between two deflector plates used to remove any charged 
particles from the beam by applying a constant electric field of 26 V cm−1 over 
6 cm length. That electric field also serves to quench any metastable hydrogen 
atoms (mostly 2s H) produced during dissociation (see Methods section ‘Excited 
states of H’ for details).

We generate 6 fs pulses (full-width at half-maximum) with 770 nm central  
wavelength using the ‘Femtopower Compact Pro CE-Phase’ laser system 
(FEMTOLASERS Produktions GmbH) with a Ne-filled hollow-core fibre compres-
sor that has a repetition rate of 1 kHz. Ions and electrons formed by the ionization 
of hydrogen atoms interacting with these laser pulses are detected in coincidence in 
the reaction microscope (REMI) apparatus. We ensure that less than one ionization 
event occurs for every laser pulse and analyse only the electrons coincident with 
very low-energy protons characteristic of atomic H ionization.
Analysis of data and results. The projected PMD in the polarization plane (Px–Pz) 
is divided into optimal polar angular bins Δθ, where θ, defined as tan−1(Pz/Px), is 
the streaking angle. The distribution acquired by radially integrating the counts in 
each bin, f(θ), is plotted against the streaking angle and is then fitted using a double 
Gaussian function of the form

∑θ =
θ

=

−






− 



f a( ) e (2)

i
i

b
c

1

2 i
i

2

using a least-squares fitting routine. The values of bi give the direction of most 
probable ejection (θstreak); and the fitting procedure provides 95% (2σ) level con-
fidence bounds of the fit from which the standard error, 𝛿θstreak is inferred.

The angular offset is defined as the angular difference between the direction 
of the maximum of the photoelectron angular distribution and that of the maxi-
mum field. However, the maximum field is determined using polarimetry in the 
polarizer’s reference frame and the PMD is measured in REMI’s frame of reference. 
In order to have an absolute comparison of the measured angles in the polariza-
tion measurement and the angular distributions, we use a polarizer to convert  
the laser pulse into linear polarization before sending it into REMI to ionize atomic 
H. Since with linearly polarized field, the electrons are mainly emitted along the 
laser polarization axis, which is parallel to the polarizer’s optical axis, we calibrate 
the angle of the polarizer’s optical axis with the angle of the peak PMD measured 
in the REMI’s coordinate system (see Extended Data Fig. 2). The angle of peak 
PMD is extracted using the above described double Gaussian fit routine, and a 
relative offset of θsys with an error of 𝛿θsys between the two coordinate systems 
is determined. This enabled us to work in the same frame of reference such that 
the relation is θ = θpol – θsys, where θpol is the angle of the polarizer’s optical axis.

We then performed optical polarimetry measurements, with the calibrated 
angle, to determine the ellipticity by using H ion yields in the polarization plane to 
find the major axis of the polarization ellipse. Given the highly nonlinear depend-
ence of the ionization probability as a function of the electric field, this mechanism 
provides a more accurate determination of the polarization ellipse for day-to-day 
measurements. We extracted the ellipticity of the polarization ellipse through fit-
ting with the function:

θ θ θ= − + −P A c B c( ) sin ( ) cos ( ) (3)2 2 2 2

Here B/A gives the ellipticity, manifested as the modulation depth, while c gives 
the angle at which the polarization ellipse, that is, the major axis, was oriented. The 
ellipticity is defined as ε = major axis/minor axis (of the E-field, which is propor-
tional to the square root of the intensity), such that it spans the range from 0 to 1 
corresponding to linear and circular polarization, respectively. The error in  
ellipticity is calculated as δε ε δ δ/ = / + /B B A A( ) ( )2 2 , where 𝛿B (𝛿A) are the 
standard errors extracted from the fits. To find the major axis we used the fitting 
function e−P(θ) that fits the atomic H ion yields.

The error in the determining the relative offset in the calibration procedure 
contributes to the error in the fit, 𝛿θfit, to give us δθ δθ δθ= +ellipse sys

2
fit
2 . Having 

both the measurements precisely taken in the same frame of reference enables the 
angular offset and its corresponding error to be determined via

θ θ θ= − − �90 (4)offset streak ellipse

δθ δθ δθ= + (5)offset ellipse
2

streak
2

where θstreak and θellipse are defined as the direction of the most probable photoelec-
tron ejection and orientation of the major axis in the polarization plane, respec-
tively. Here the streaking angle of the light pulse is −90°, since the momentum of 
the streaked electrons is determined by the vector potential of the light field of the 
pulse, which itself lags the electric field by 90°.
Numerical simulations. The numerical methods employed by two groups to solve 
the 3D-TDSE are conceptually similar, both relying on spherical-harmonics expan-
sions of the wavefunction to represent its dependence on the angular variables and 
treating the radial variable by discretizing the TDSE on a grid. Both groups used 
the matrix iterative method25 to propagate the initial state in time using the velocity 
gauge in the electric dipole approximation. Detailed descriptions of the numerical 
techniques used by the two groups can be found elsewhere26,27. Careful checks were 
performed to ensure that convergence with respect to the parameters defining the 
accuracy of the calculation (for example, the number of partial waves in the expan-
sion as well as the step sizes on the space-time grid) was achieved. For the peak 
intensity of 1.65 × 1014 W cm−2, the results from the two groups were compared to 
ensure that the independent implementations of the computational techniques gave 
the same result within the error bar due to the uncertainty of the fitting procedure 
used to determine the angular offset. The maximum orbital angular momentum 
lmax needed in the partial-wave expansion was 40 for 1.4 × 1014 W cm−2 and 100 
for 3.9 × 1014 W cm−2, respectively. Specifically, we set the components of the 
vector potential A(t) for a pulse with ellipticity ε as:

ω
ε

ε
ω ϕ= −

+
+A t E f t t( ) ( )

1
cos( ) (6)x

0
2

ω ε
ω ϕ= −

+
+A t E f t t( ) ( ) 1

1
sin( ) (7)y

0
2

=A t( ) 0 (8)z

The envelope function f (t) was a Gaussian ramped on and off over three optical 
cycles each, respectively. The electric field was obtained as = − /E At t t( ) d ( ) d . 
Finally, the carrier envelope phase ϕ was varied in steps of π/4 and the results were 
averaged.
Excited states of H. Discharge dissociation of H2 by electron impact can produce 
electronically excited hydrogen atoms via dissociation of excited hydrogen mole-
cules. Most of those excited states will decay radiatively into 1s or 2s states within 
few nanoseconds. The 2s state is metastable (its radiative one-photon transition 
to the ground state is forbidden by the selection rules) with field-free lifetime of 
one-seventh of a second28 determined by the rate of the two-photon transition. 
However, that restriction is lifted by an external electric field which couples 2s and 
2p states, thus effectively quenching the 2s.

The lifetime of H 2s as a function of external electric field E was calculated by 
Bethe and Salpeter (section 67 of ref. 28) and the theoretical formula was experi-
mentally verified by Sellin29. That lifetime is given by

τ τ δ

δ
δ=








+
− +








=
�

E p
Eea
L

( ) (2 ) 1
[1 (1 ) ]

,
2 3

(9)
2

2 1 2 2
0

where τ(2p) is the lifetime of the 2p state, L is the Lamb shift, a0 is the Bohr radius 
and e is the electron charge.

For the electric field of 23 V cm−1 present inside our spectrometer, the lifetime 
of H 2s is less than 700 ns. It is even less for the field of 26 V cm−1 that exists 
between the 6 cm deflector plates used to remove charged particles from our  
beam. For a typical beam velocity of 2,500 m s−1, hydrogen atoms will travel less 
than 2 mm during the lifetime of H 2s, with the population of H 2s reduced by a 
factor of e along the way. As the atoms need to cover 10 cm through the electric 
field (6 cm between the deflector plates and 4 cm inside the spectrometer) to reach 
the laser focus, the population of H 2s will be reduced by the factor of at least e50 
or 1022 to essentially zero.

It is easy to confirm the absence of H 2s in the interaction region, due to  
their electron momentum distributions being very distinct from those of H 1s.  



Letter reSeArCH

We calculated those momentum distributions for the same pulse parameters using 
the same numerical simulation methods (see Extended Data Fig. 4). Owing to its 
much lower ionization potential H 2s is ionized early in the pulse, so that the electrons 
gain less energy from the field. In addition to lower energy, the angular distribution 
of the H 2s electron is nearly uniform. Even if a significant fraction of the signal 
came from H 2s, the measured offset angles would not have been affected—only the 
modulation depth of the angular distribution would be diminished. However, the 
modulation depth measured in our experiments agrees with the theoretical predic-
tion for pure H 1s, indicating that there is very little, if any, H 2s in our target gas. 
Furthermore, we calculated the offset angles with the energy filter removing H 2s 
electrons imposed and obtained the same values within the error bars as before.

Data availability
The data that support the findings of this study are available from the correspond-
ing authors on reasonable request.
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Extended Data Fig. 1 | Experimental set-up. As part of the atomic 
beamline, the water-cooled Pyrex discharge tube (connected by a gas  
line directly to the hydrogen cylinder) dissociates H2 to H. Any charged 
species leaving the tube are expelled by a uniform electric field before  
the beam enters the differential pumping stage through the first aperture 
(see inset). The beam then enters the REMI through a 0.5 mm aperture 
(second aperture; see inset) as a supersonic jet. The laser pulses pass 

through a series of pellicle beamsplitters (that vary intensity) and ultra-
broadband waveplates (that introduce ellipticity) before interacting with 
H in the REMI. Ionized fragments are accelerated in uniform electric-
magnetic fields and are finally detected on position sensitive detectors, 
helping to reconstruct the 3D-momentum distribution of the fragments. 
HWP, half-wave plate; QWP, quarter-wave plate; MCP, microchannel 
plates; hex-detector, hexagonal delay-line-anode detector.
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Extended Data Fig. 2 | Calibration of the reference frame. The elliptically 
polarized few-cycle pulse is passed through a polarizer aligned vertically, 
and then made to interact with the atomic jet inside the REMI (a). The 
orientation of the field is found by determining the peaks of the PMD 
as a function of streaking angle (b), thereby giving us a systematic offset 
between the polarizer’s frame and REMI’s frame. The polarization is 

chosen parallel to the time-of-flight axis because of better momentum 
resolution in this direction. A systematic offset of about 3° was measured 
and used to calibrate our measured offsets and polarimetry. See Methods 
section ‘Analysis of data and results’ for details of this calibration 
procedure.
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Extended Data Fig. 3 | The Yukawa potential. A short-range Yukawa 
potential was used to investigate the effects of the electric field of the 
resultant ion on the electron. The Yukawa potential (red line) is of the 
functional form UY = −(Z/r) × e−r/a, with parameters Z = 1.90831 and 

a = 1; r is distance from the nucleus. It goes to zero quickly in comparison 
to its Coulomb counterpart (blue line). The parameters were chosen to 
retain the ground-state energy of H.
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Extended Data Fig. 4 | Simulated momentum distributions for 
1s and 2s states of H. Simulations performed for a peak intensity of 
1.9 × 1014 W cm−2 are shown for initial states 1s (left) and 2s (right). It is 
clear that the metastable H 2s is characterized by less energetic electrons 

with nearly uniform angular distribution. The colour represents the 
relative probability of an electron having a particular momentum—from 
zero (dark blue) to the highest (red).
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